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aLaboratoire PRISME, Université d’Orléans, 12 rue de Blois, 45067 ORLEANS Cedex 2, France
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ABSTRACT

The ARCADIA project aims at using pattern recognition and machine learning to promote a sys-
tematic analysis of the large corpus of archaeological pottery fragments excavated in Saran (France).
Dating from the High Middle Ages, these sherds have been engraved with repeated patterns using a
carved wooden wheel. The study of these engraved patterns allows archaeologists to better understand
the diffusion of ceramic productions. In this paper, we present a method that classifies patterns of
ceramic sherds by combining deep learning-based features extracted from some pre-trained Convo-
lutional Neural Network (CNN) models. A dataset composed of 888 digital patterns extracted from
3D scans of pottery sherds was used to evaluate our approach. The classification capacity of each
CNN model was first assessed individually. Then, several combinations of common pooling methods
using different classifiers were tested. The best result was obtained when features of the VGG19 and
ResNet50 models were combined using Compact Bilinear Pooling (CBP) with a high classification
rate of 95.23%.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction
Pottery fragments are among the most abundant archaeolog-

ical materials and provide archaeologists with dating informa-
tion to understand trade flows and social interactions. A com-
mon process in Europe during Late Antiquity and the High
Middle Ages was for each potter to personalize his production
by applying a hand-engraved wood wheel in the still fresh clay
producing a repetitive geometrical decoration in relief. From
the 1970s, medieval ceramology began to build typological ref-
erences of these decorations. However, the analysis of these
ceramic sherds is still mainly based on a manual stamping or
visual recognition and remains very laborious and time con-
suming. In view of the increasing size of the corpus, there is a
need to automate the heavy tasks of inventorying and classify-
ing ceramic artifacts by the use of pattern recognition and artifi-
cial intelligence. The recognition of the relief patterns stamped
by the potters needs to be robust to the variability due to the
curvature of the vase, the mode of application, the state of con-
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servation and so on. In this paper, we propose to mix deep
learning-based features to classify the digital patterns extracted
from 3D scans of engraved pottery sherds. We test some state-
of-the-art Convolutional Neural Networks (CNNs) with a fine
tuning on our dataset. Then, we compare different feature pool-
ing strategies to show the relevance of combining CNN-based
features using Compact Bilinear Pooling (CBP). The paper is
organized as follows: related work is presented in Section 2.
Section 3 describes the archaeological materials. Section 4 in-
troduces the proposed pipeline and details strategies for deep
learning, feature pooling and classification. Section 5 presents
the experiments and the discussion. Section 6 concludes the
paper.

2. Related Work
The new low-cost scanning technologies by laser scanner or

photogrammetry promote the use of pattern recognition and ar-
tificial intelligence in particular to automate the heavy tasks
of inventorying and classifying artifacts in the fields of cul-
tural heritage (Gomes and al., 2014). For archaeological pot-
tery fragments, studies have proposed a classification based ei-
ther on the shape and profile (Willis et al., 2003; Kampel and
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Sablatnig, 2007; Son et al., 2013; Zheng et al., 2014; Zviet-
covich et al., 2016), on the color and material characteriza-
tion (Kampel and Sablatnig, 2000; Stanco and Gueli, 2013; Far-
jas et al., 2012; Smith et al., 2010; Abadi et al., 2012; Makridis
and Daras, 2012) or on their decorations (Guarnera et al., 2011;
Zhou et al., 2017, 2018). Shape analysis is generally based on
an ideal model of surface of revolution to extract an axis and a
profile, then used to match the sherds, sometimes going as far
as an automatic assembly of a pot from broken sherds (Willis
et al., 2003). However, axis detection remains a complex prob-
lem for small sherds because they are weakly curved and not
perfectly axially symmetric objects and resemble a patch of a
sphere (Angelo and Stephano, 2018). Recently, CNN was ap-
plied for the content-based retrieval of complete or nearly com-
plete three-dimensional vessel replicas (Benhabiles and Tabia,
2016) based on a shape vocabulary.
Few studies have attempted to classify pottery based on their
decoration. The decorative style of Kamarès (2000 BC) studied
in (Guarnera et al., 2011) presents refined polychrome deco-
rations that use a wide of figurative themes. Classification of
the pottery is based on the identification of some elementary
decorative fragments in a corpus using 2D shape matching by
contour flexibility. However, the Kamarès style is very differ-
ent from the engraved pottery excavated in Saran: our High
Middle Age sherds are rough and engraved with repetitive ge-
ometrical patterns. A second study (Zhou et al., 2017) pro-
posed computer-vision algorithms to study paddle-stamped pot-
tery sherds found on archaeological sites of the Native south-
eastern north American communities of the woodland period.
The stylistic design of these carved wooden paddles (from 500
BC up to 19th century) is characterized by a curvilinear pat-
tern with multiple parallel lines. The authors address the prob-
lem of automatically identifying the underlying carved wooden
paddles by matching the curve pattern fragment impressed on
a sherd to a complete decoration corpus. Recently, they pro-
posed a CNN-based approach for curvilinear pattern segmen-
tation from a 3D scan of the sherd and a two-stage matching
algorithm by training a dual-source CNN to re-rank the can-
didate identified by traditional template matching (Zhou et al.,
2018). Even if more research of pattern recognition in pottery
decoration were available, the myriad forms of the decorations
on ceramics mean that the resulting methods would not neces-
sarily be the most appropriate for the domestic archaeological
pottery excavated in Saran. In previous studies, we proposed
a pipeline for the automatic classification of engraved sherds
based on 3D scans. Binary patterns were automatically ex-
tracted from the 3D scans and the classification was done by
training a SVM model with pyramid histograms of visual words
(PHOW). The recognition rate was below 85% (Debroutelle
et al., 2017). Then, we exploited well-known CNN models :
AlexNet (Krizhevsky, 2014), VGG11 (Simonyan and Zisser-
man, 2014) and ResNet18 (He et al., 2015), with a fine tuning
on our dataset. By comparing different options for the classi-
fication stage (i.e. replacing the fully connected layers of the
network with another classifier), the best results were obtained
with the combination ResNet18+SVM with a classification rate
of about 88 % on the same dataset (Chetouani et al., 2018).

In continuation of these previous studies, the current work
proposes to mix deep learning features by using hybrid network
architectures with several pooling strategies. Based on the same
set of sherds, greyscale relief maps are used instead of binary
images, which leads to additional data. Consequently, deeper
CNN networks (VGG16, VGG19, ResNet50) are learned to ob-
tain a more detailed description. In doing so, the performances
are greatly improved.

3. Archaeological Materials
Since 1994, several archaeological excavations have docu-

mented a major production site of domestic potteries in Saran
(Loiret, France) dating from the High Middle Ages (sixth-
eleventh Centuries). Many of the wheel-stamped pottery frag-
ments show a repetitive decoration about 1 millimeter deep and
1.5 to 3 cm wide, depending on the dimensions of the wooden
cylinders used by the potters (see Fig. 1). The most com-
mon patterns notched by potters on wooden cylinders included
sticks, squares, chevrons and diamonds in one or several lines.
For digital pattern extraction, we used a NextEngine scanner
to provide a 3D model of each sherd. Next, we created a 2D
shaded view of the surface with the Meshlab software by con-
trolling the orientation of the 3D mesh (with a default illumi-
nation model). This manual operation is very easy to do just
after the scanning step even by a non-expert. This procedure
provides a snapshot of a grey-level relief map of the sherd (see
Fig. 2). Efficient image processing was then developed to auto-
matically detect the salient region focused on the relief motif.
The salient region is here assumed to be the highest textured
region. The FAST detector (Rosten and Drummond, 2006) is
applied to the variance image of the grayscale map and then the
DBSCAN grouping method (Ester et al., 1996) is used to detect
the cluster with the highest textured point density. The convex
envelope of the cluster corresponds to the salient region. An
illustration of the salient region detected is given in Fig. 2. For
more details, the reader is referred to (Debroutelle et al., 2017).

Fig. 1. Excavated pottery sherds from the Saran archaeological site (Loiret,
France) that present relief decorations impressed by carved wooden cylin-
ders.

Fig. 2. Digital pattern extraction.

The dataset is composed of 888 grey-level images resized to
224x224 with a black background. Table 1 presents the number
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of samples for the four most representative classes and Fig. 4
shows a sample of each class.

Table 1. Composition of our dataset

Class Type Number of sherds
1 Diamonds 211
2 Sticks (2 lines) 259
3 Squares (3 lines) 274
4 Chevrons 144

4. Proposed Pipeline
The proposed pipeline is summarized in Fig. 3. After extract-

ing the salient region as shown above, the proposed pipeline
consists in three main steps: deep learning-based feature ex-
traction, feature pooling and classification. These steps are de-
scribed in the following subsections.

4.1. Feature Extraction
For feature extraction, we used CNNs similar to those in pre-

vious work (Chetouani et al., 2018). However, considering that
the inputs used in this work are greyscale relief maps instead of
binary images, we trained slightly deeper networks to take this
additional information into account. In this study, four CNN
models are compared and different combinations are evaluated.

• AlexNet: In 2012, AlexNet was one of the first net-
works to point out the efficiency of CNN for classifica-
tion tasks (Krizhevsky, 2014). Its architecture consists of
5 convolution layers and 3 fully-connected layers. The au-
thors highlight three main points: the popular activation
function ReLU (Rectified Linear Unit), the dropout which
consists in removing some connections between neurons
of the fully connected layers to prevent over-fitting, and
the overlap during the pooling step.

• VGG: Developed in 2014 by the Oxford Visual Geom-
etry Group, VGG models use only 3x3 filters instead of
the 11x11 and 5x5 filters employed in AlexNet’s first two
layers (Simonyan and Zisserman, 2014). Several versions
were proposed with 11, 13, 16 and 19 layers. In this paper,
VGG16 and VGG19 were employed.

• ResNet: The Residual Neural Network model was intro-
duced in 2015 with the core idea that letting the stacked
layers fit a residual mapping is easier than letting them di-
rectly fit the desired underlying mapping (He et al., 2015).
The authors introduce a so-called “identity shortcut con-
nection” so that the output F(x) of each Conv-ReLU-Conv
series is replaced by F(x)+x. Different versions were de-
veloped with 18, 34, 50 and 152 layers. The version we
used in this paper is ResNet50.

4.2. Feature Combination
It is well-known that classification performances can take

advantage of mixing different sources of knowledge. Fea-
ture pooling is used to achieve invariance to image transfor-
mations, more compact representations, and better robustness

to noise (Boureau et al., 2010). Many of the popular methods
for extracting visual features previously used already included
pooling, such as variants based on local histograms (SIFT and
HOG), bag-of-visual words, Fisher encoding, VLAD or bilin-
ear models.

In this study, we combined deep learning-based features pro-
vided by the selected CNN into a ‘bag of features’ used as input
for the classifier by testing several pooling strategies. Concate-
nation (Concat) is the first intuitive pooling strategy producing
a resulting vector of size equal to the length of both vectors.

Instead of just concatenating vectors, the pooling operation
can be an element-wise operation between vectors, typically a
sum, an average, a max, a product, etc. Element-Wise Multi-
plication (EWM) and Element-Wise Sum (EWS) are the most
widely applied operations. Both operations have also been used
together, denoted here as (EWM+EWS).

Recently, (Lin et al., 2015) showed that by using Bilinear
Pooling (BP), significant improvements in visual recognition
accuracy can be achieved. It consists in forming a global vector
by applying the outer product of two vectors. BP is discrimi-
native but the output representation is very high dimensional.
Noticing that bilinear features are closely related to polyno-
mial kernels, (Gao et al., 2015) proposed more compact repre-
sentations that can be learned end-to-end by back propagation.
The latter, so called Compact Bilinear Pooling (CBP), consists
in projecting the extracted feature vectors into a lower dimen-
sional space and then combining the projected features. The
authors used the Count Sketch (CS) projection function (Pham
and Pagh, 2013) because of a specific property that they demon-
strated: the CS projection of the outer product of two vectors is
the convolution of the CS projections of each individual vec-
tor (see Equ. 1). Then, the convolution can be easily rewrit-
ten into an element-wise product by applying Fourier transform
(see Fig. 5). It is worth noting that CBP can be easily extended
to Compact Multi-linear Pooling (CMP) to combine more than
two vectors (Algashaam et al., 2017).

Ψ(F1 ⊗ F2) = Ψ(F1) ~ Ψ(F2) (1)

where Ψ denotes the Count Sketch projection. ⊗ and ~ are
the outer product and the convolution, respectively.

5. Experiments
In this section, we evaluate the performance of the proposed

pipeline. We first compare the performance of each of the
CNNs considered by unit tests. Next, the efficiency of CBP
and CMP provided by different combinations of deep learning-
based feature vectors is considered. The best configuration is fi-
nally used to compare different classification and pooling strate-
gies.

5.1. Evaluation Protocol

All the tests were done by splitting the dataset into training-
validation (66%) and test (33%) sets randomly without overlap.
In order to ensure the representation of each class, the splitting
was applied for each class. This procedure was repeated 20
times and the average classification rate was considered as the
evaluation metric.
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Fig. 3. Proposed pipeline

Fig. 4. Samples of the dataset: (top-left) diamonds; (top-right) sticks;
(bottom-left) squares; (bottom-right) chevrons

5.2. Unit Tests of Networks

The four selected networks (AlexNet, VGG16, VGG19,
ResNet50) were tested with fine tuning on our dataset. We mod-
ified the FC layers of each of them and the Softmax layer was
adapted to the number of classes (four). The Stochastic Gradi-
ent Descent (SGD) was used during the training with a batch
size and a learning rate set respectively to 32 and 0.01. The
momentum and the number of epochs were fixed respectively
to 0.9 and 100. At each epoch, we shuffled the training data
and we stored the model. We finally kept the model that pro-
vided the best performance. To expand the training dataset, we
applied flipping and translations (data augmentation). It is ob-
vious that rotation cannot be used because of the confusion it
would introduce between square and diamond patterns. To en-
sure homogeneity, the size of the output vector was fixed at 128
for all the models.

Table 2 shows the average classification rate obtained for
each CNN model. AlexNet gives a rather low classification
rate (less than 70%), while the other three give much higher
performance (more than 90%). The two models VGG19 and
ResNet50 have similar and stable results with a slight lead for
ResNet50 (93.05% against 92.95% for VGG19).

Compared to our previous work (Chetouani et al., 2018), the
performances are greatly improved by using greyscale relief
maps instead of binary images with slightly deeper architec-
tures. It clearly provides a better characterization of the pattern.
The recognition rate increases by about 10% while the standard
deviation drops: 81.5% for VGG11 in our previous work with
binary images against 91.7% for VGG16 with greyscale relief

maps herein.

Table 2. Average percentage of classification of each CNN model

Average percentage Standard
of classification (%) deviation

CNN features
AlexNet 69.62 2.53
VGG16 91.73 3.06
VGG19 92.95 1.41
ResNet50 93.05 1.31

5.3. Evaluation of Deep Learning-based Feature Pooling

We compared different combinations of the deep learning-
based features provided by the selected CNNs into a ‘bag of
features’. All pairwise vector combinations provided by two
CNNs were compared using Compact Bilinear Pooling (CBP),
as well as triplet combinations by Compact Multilinear Pooling
(CMP). We kept the same parameters for the pooling tests as
those that had been used during unit tests.

Table 3 shows the classification rates obtained. Since
AlexNet is the least efficient network, it tends to decrease
the performances when it is associated with other features.
The most significant improvements are achieved for the pair
VGG19+ResNet50 (6) and the triplets including this pair (9 and
10). It corresponds to the combination of the models that pro-
vided the best performances for unit tests (see Table 2). We can
also notice a significant drop in standard deviations showing
more stable behavior using feature pooling.

To determine whether if the differences in the obtained re-
sults are significant, a one-way analysis of variance (ANOVA)
was applied to the six pooling strategies tested: Concat, EWM,
EWS, EWM+EWS, BP and CBP with D=100 (see Fig. 6). For
each box, the middle mark corresponds to the average value
and the contours of the box are the 25th and 75th per-centiles.
The min and max interval is defined by excluding values greater
than three standard deviations from the mean. The outliers are
pointed by the red crosses. As can be seen, the distribution of
CBP has a lower standard deviation than the others, without
outliers. A pairwise significance test of the difference between
the CBP and the other five pooling strategies is also reported
in Table 4, giving the p-values and the F-values. A p-value
less than 0.05 indicates that the difference is significant, while



5

Fig. 5. Compact Bilinear Pooling strategy

Table 3. Evaluation of deep learning-based feature combinations using CBP and CMP

Average percentage of classification (%) Standard deviation
Combination of 2 vectors

1 CBP(AlexNet,VGG16) 91.37 0.83
2 CBP(AlexNet,VGG19) 92.00 1.03
3 CBP(AlexNet,ResNet50) 90.98 1.38
4 CBP(VGG16,VGG19) 92.05 1.02
5 CBP(VGG16,ResNet50) 92.98 1.32
6 CBP(VGG19,ResNet50) 95.23 0.60

Combination of 3 vectors
7 CMP(AlexNet,VGG16,VGG19) 89.82 0.96
8 CMP(AlexNet,VGG16,ResNet50) 89.43 1.28
9 CMP(AlexNet,VGG19,ResNet50) 93.87 0.71
10 CMP(VGG16,VGG19,ResNet50) 94.12 0.74

a F-value close to 1 indicates that the means and the standard
deviations are similar. As can be seen, (EWM+EWS,CBP) ob-
tained the highest p-value (0.2576) which means that the results
of the two methods are not significantly different and its low
F-value (1.32) means that their distributions are similar. How-
ever, as the number of parameters of (EWM+EWS) is 2.5 times
(2.560K/1.000K) higher than the CBP and the accuracy of CBP
is slightly higher (95.23), CBP with D=100 was retained as the
best solution.

Table 4. Pairwise significance test of the difference between CBP and the
other pooling strategies.

p-value F-value
(Concat, CBP) 0.0256 5.4
(EWM, CBP) 0.0259 5.37
(EWS, CBP) 0.0589 3.79
(EWM+EWS, CBP) 0.2576 1.32
(BP, CBP) 0.0002 16.78

Table 5 shows the confusion matrix for the best configuration
(6). As expected, the diagonal contains high classification rates.
A few confusions can be observed, in particular between class 2
(sticks) and class 3 (squares). The total confused cases between
these two classes represent 3.86% and 5.88%. This is not sur-
prising if we look at some samples, as shown in Fig. 7. Among

Fig. 6. Results of the one-way ANOVA for the pooling strategies: 1) Concat,
2) EWM, 3) EWS, 4) EWM+EWS, 5) BP and 6) CBP with D=100.

the geometric shapes that make up the pattern, it is sometimes
difficult to distinguish between sticks and squares, probably be-
cause of the approximate shapes carved by the potter on the
wooden wheel, the slippage when applied in fresh clay and the
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Table 5. Confusion matrix (%) for CBP(VGG19,ResNet50)
Predicted classes

True Classes

1 2 3 4
1 97.75 0.56 1.13 0.56
2 0.83 94.09 3.86 1.21
3 0.43 5.88 93.69 0
4 0.97 1.81 0.14 97.08

degradation over time.

Fig. 7. Confusing samples: Red blocks represent the wrongly predicted
forms (squares and sticks on the left and right images, respectively), while
the green blocks highlight the expected right forms (sticks and squares on
the left and right images, respectively).

Then, we evaluated the impact of the dimension (D) of the
projection space when using the Count Sketch function (see
Fig. 8). As can be seen, we achieved high classification rates
even for small dimensions and the best performance was ob-
tained for the D=100.

Fig. 8. Average classification rates according to the dimension of the pro-
jection space for CBP(VGG19,ResNet50).

Finally, we compared the classification performance with and
without the extraction step of the salient region (see Table 6).
A classification focused on the relief pattern improves the per-
formance by 3.66% compared to the use of the 2D view of the
whole sherd.

Table 6. Performance comparison with and without the extraction step of
salient region using CBP(VGG19,ResNet50)+FC

Average percentage Standard
of classification (%) deviation
Saliency extraction

Without 91.57 1.38
With 95.23 0.60

5.4. Comparison of Classifiers and Pooling Strategies

The ‘bag of features’ given by pooling the features provided
by several CNNs is here used as input for 2 Fully Connected
(FC) layers of size 50, followed by a Softmax layer of size
4 (i.e. 4 classes). Each FC layer is followed by a (ReLU +

dropout) layer. We compared different options for the classi-
fication step by replacing the previous FC layers with a Sup-
port Vector Machine (SVM) or a Linear Discriminant Analysis
(LDA). For SVM, various kernel functions were tested and we
kept the Gaussian function as the best result. For LDA, differ-
ent distances were tested and we kept the Diaglinear function
that integrates an estimation of the covariance matrix as the best
performance. Fig. 9 summarizes all these comparisons. We em-
ployed here the pair of deep learning-based feature vectors that
provided the best performance (VGG19 and ResNet50).

Fig. 9. Framework of the Classifier comparison

Table 7 shows the results obtained for different pooling
strategies and different classifiers. We compared three clas-
sifiers (SVM, LDA, FC). The ‘bag of features’ used as in-
put for the classifiers was obtained by Concatenation (Con-
cat), Element-Wise Multiplication (EWM), Element-Wise Sum
(EWS), the two operations together (EWM+EWS), Bilinear
Pooling (BP) and finally by the Compact Bilinear Pooling
(CBP). For the latter, we show the performance obtained for
2 dimensions (D=50 and D=100). All pooling strategies im-
prove the performance with an increase up to 2% compared to
unit tests of each CNN (see Table 2). The best configuration is
CBP(VGG19, ResNet50) + FC, with 95.23% closely followed
by the configuration Concat+SVM and CBP+LDA. However,
CBP implies a much more compact representation since the
number of learnable parameters for CBP (100*50*50*4) is
about 40% less than that of Concat ((128+128)*50*50*4).
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Table 7. Comparison of different classifiers and pooling strategies with the
best deep learning-based features given by VGG19 and ResNet50.

Average percentage Feature size/

of classification (%) Nbr. of param.
with ± std

SVM
Concat 94.75 ± 0.58 256/–
EWM 94.20 ± 1.13 128/–
EWS 94.28 ± 0.99 128/–
EWM+EWS 94.72 ± 0.80 256/–
CBP 94.70 ± 0.74 100/–

LDA
Concat 94.10 ± 0.71 256/–
EWM 94.53 ± 1.27 128/–
EWS 94.47 ± 1.29 128/–
EWM+EWS 94.15 ± 1.60 256/–
CBP 94.65 ± 0.71 100/–

FC (Used classifier)
Concat 94.53 ± 1.21 256/2,560K
EWM 94.65 ± 0.95 128/1,280K
EWS 94.67 ± 1.16 128/1,280K
EWM+EWS 94.95 ± 0.93 256/2,560K
BP 94.30 ± 1.14 16384/163,840K
CBP with D=50 94.52 ± 0.93 50/500K
CBP with D=100 95.23 ± 0.60 100/1,000K

6. Conclusion
In this paper, we proposed a method to classify patterns

of ceramic sherds by combining feature vectors provided by
CNN models. Four pre-trained CNN models were employed
with fine-tuning. The deep learning-based features thus ex-
tracted were then combined through different pooling strate-
gies (Concat, EWM, EWS, EWM+EWS, CB and CBP) and
the performance of different classifiers (SVM, LDA and FC)
was compared. The best performance was obtained with
CBP(VGG19,ResNet50)+FC (95.23%). In future work, we
will first increase the dataset by integrating other patterns from
several sites. We will consider geometric aspects (lines, shapes,
etc.) to better discriminate between patterns. To go further, we
will also try to classify wheels for each pattern class which is
still a challenging task.
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