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Abstract 

The charge and dynamics of dust particles in an afterglow plasma are studied using a 1D model in the diffusion approximation, 
taking into account the transition from ambipolar to free diffusion. It is analyzed how external conditions (dust particle size, 
neutral gas pressure and initial electron density) affect the dust motion.  The dust particle dynamics has been examined in 
microgravity conditions and in presence of gravity. Without gravity, the location of dust particles in plasma volume may change 
essentially during the afterglow if the dust size and pressure are small (≤ 10 nm and ≤ 30 mTorr, respectively).  At small 
pressures, in the very beginning of afterglow, small nanoparticles move to the plasma boundary because the ion drag force 
dominates over the electric force. At afterglow times when the electron temperature becomes time-independent, the ion drag 
force decreases faster with time than the electric force due to the ion density decrease, and dust particles may move to the slab 
center.  In presence of gravity, the effect of gravity force on dust particles is important only at large afterglow times (t ≥ 10 
ms), when the electric and ion drag forces are small. The dust dynamics depends essentially on the initial plasma density. If the 
density is large (~ 1012 cm-3), small nanoparticles (≤ 10 nm) may deposit on plasma walls in the beginning of plasma afterglow 
because of an enhancement of the ion drag force.  
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1. Introduction 

 
Plasmas with nano- and micrometer- sized particles (dust 

particles) have shown interesting fundamental phenomena 
like formation of different structures (plasma crystals, dust 
voids and dust balls, etc.), phase transitions, clustering and 
wave propagation [1–5]. They have been also indispensable in 
the fabrication of composite materials, silicon films, ultrahard 
coatings, medical materials, etc.[6 – 9]  Because of the basic 
physical and technological interest, the complex plasmas have 
been intensively studied in the last three decades. 

Most of the existing studies on dusty plasmas, including 
those on dust dynamics [1, 2, 10, 11], have focused mainly on 
the steady-state regime. Meantime, there are also some works 
where the properties of dusty plasma afterglows and 
nonstationary dusty plasmas are analyzed [12  – 23]. In 
particular, an experiment on the decharging of a RF (radio 
frequency) dusty plasma in microgravity conditions was 

conducted in [12], where the time-dependence of the charge 
of micrometer dust particles in the temporal afterglow was 
analyzed both theoretically and experimentally. It was shown 
that the dust particles keep a negative charge for a long time 
in the afterglow. Dust particle residual charges in the 
afterglow of a dusty plasma were also measured in laboratory 
conditions in [13  – 15], where an upward thermophoretic 
force was applied to balance gravity.  In [13], it was found that 
positively-charged, negatively-charged as well as neutral dust 
particles of 190 nm diameter coexisted for more than one 
minute after the discharge was switched off. It was also 
concluded that the transition from ambipolar to free diffusion 
plays a significant role in determining the residual dust 
particle charges [15].  In [16], it was shown that diffusion of 
dust particles in the afterglow can be used to establish several 
properties of the plasma. Electron and metastable atom 
densities in an argon/dusty plasma with large dust charge 
density (|𝑛𝑛𝑑𝑑𝑍𝑍𝑑𝑑| ≥ 𝑛𝑛𝑒𝑒, where 𝑍𝑍𝑑𝑑 is the dust charge number in 
units of elementary charge e, 𝑛𝑛𝑒𝑒 and 𝑛𝑛𝑑𝑑 are the densities of 
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electrons and dust particles, respectively) were analyzed 
experimentally and numerically in [17 – 21] for the afterglow 
and pulsed regimes. In [22], effects of dust particles on the 
electron energy distribution function in the temporal afterglow 
were studied analytically. Experimentally, the charge of 
micro-particles in the spatial afterglow (remote plasma) of an 
inductively-coupled low pressure RF plasma was measured in 
[23].  

However, in most of the theoretical and numerical studies 
of the temporal afterglows of dusty plasmas, spatially-
averaged (0D) models were used to describe plasma 
properties. Naturally, the 0D models did not provide 
information about the spatial distribution of plasma 
parameters and forces affecting dust grains and about motion 
of the dust particles.  

Plasma inhomogeneity effects and dust motion were 
taken into account in the models of Schweigert and 
Alexandrov [24] and Kravchenko et al [25], where dusty 
plasma afterglows were studied using PIC-MCC simulations. 
In [26], the behavior of a nanodusty plasma afterglow was 
examined, using a sectional model and also accounting for the 
plasma inhomogeneity and the transport of dust particles due 
to the effect of different forces. 1D and 2D models for 
description of dust grain charging in nonstationary air 
plasmas, including the decaying streamer-channel plasma, 
were developed in [27, 28].  However, the results concerning 
the dynamics of dust particles in afterglow plasmas were not 
presented in the above-mentioned works [24 – 26, 28]. 
Knowledge about the dynamics of dust particles and the forces 
affecting dust grains in afterglow plasmas is important for 
control of dust particles in plasma technologies, in particular, 
in those where pulsed plasmas are used [29, 30]. 

In this paper, we study the dynamics of dust particles in 
an afterglow plasma.  Motion of dust grains in the plasma at 
different external conditions (dust particle size, neutral gas 
pressure and initial electron density) is analyzed with or 
without the gravity force. Electron and ion densities, ion drift 
velocity and electric field are calculated as functions of spatial 
coordinate and afterglow time, using the diffusion approach 
and taking into account the transition from ambipolar to free 
diffusion. Using these dependencies, electric charges of the 
dust grains, the forces affecting the grains, as well as the 
velocities and coordinates of the grains in the plasma 
afterglow are determined.  

 
2. Theoretical model 

2.1. Diffusion model of the plasma 
 
An argon plasma containing singly charged positive ions and 
electrons, as well as neutral particles is located in a cylindrical 
discharge chamber of large aspect ratio (L << D, where L and 
D are the height and diameter of the plasma, respectively), so 

that all plasma parameters depend only on the coordinate x 
perpendicular to the planes bounding the plasma slab. It is 
assumed that electrons have Maxwellian distribution and are 
at temperature Te considered to be spatially uniform for 
simplicity. Therefore, the plasma is symmetrical with respect 
to the center of the slab x = 0, and Te is only dependent of the 
afterglow time t.  In the afterglow, it is assumed that Te 
decreases until a certain temperature Taft (~ 0.1 eV) and then 
stays constant. This temperature can be slightly larger than the 
gas temperature due to the production of energetic electrons in 
metastable–metastable collisions and super-elastic electron–
metastable collisions. Ions and dust particles are assumed to 
be at gas temperature Tg (= 0.026 eV). For the glow phase (t = 
0), the plasma is assumed to be quasineutral, ne = ni ≡ n, where 
ni is the ion density While in the afterglow (t >0), ne ≤ ni. The 
electron and ion densities are functions of x and t. 

We assume that there is an isolated dust particle of radius 
ad in the plasma. We shall study the dust charge and motion of 
the dust particle in the afterglow plasma.  The effect of the 
dust grain on the electron temperature as well as the electron 
and ion densities is assumed to be negligible. 

The plasma can be described using the diffusion approach 
[31], assuming that the flux (its x-component) of a species  α
( iα =  or e denotes the ions or electrons) to the walls is [31] 

                 f /sn E D n xα α α α αµΓ = ± − ∂ ∂ ,                    (1)  

where the signs “+” and “ – “ are for ions and electrons, 
respectively,  / ne mα α αµ ν=  and  

f / nD eT mα α α αν=  are the 
mobility and free diffusion coefficients, respectively. Here, 
mα  and nαν  are, respectively, the mass and frequency for 
momentum transfer collisions of species α with neutrals. For 
argon plasma considered here, 72 10in Pν ≈ × s-1 [32], where P 
is the neutral gas pressure in Torr. The expression for 

enν as a 
function of electron temperature was taken from [33]. sE is the 
electric field generated by the difference in the electron and 
ion densities, i.e., the space-charge field. For t = 0, it is 

assumed that f ef

i e

/i
s a

D D n xE E
nµ µ

− ∂ ∂
= =

+
 and 

/i e aD n xΓ = Γ = − ∂ ∂  , where aE  is the ambipolar electric 

field and if ef
if 1e i e

a
e i i

D D TD D
T

µ µ
µ µ

 +
= ≈ + +  

 is the ambipolar 

diffusion coefficient [31]. At t = 0, we assume that the electron 
and ion diffusion coefficients eD and iD equal to  aD . 

For the afterglow phase, /i i iD n xΓ = − ∂ ∂  and one gets 

from equation (1) that f

i

/i i i
s

i

D D n xE
nµ

− ∂ ∂
= .  Taking into 

account the transition from ambipolar to free diffusion in the 
afterglow, we assume that iD is a function of / DeλΛ , where 
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/L πΛ = is the diffusion length and Deλ  is the electron Debye 
length. Here, it is assumed that   

2 2
f f(1.5 )[1.0 exp{ / (4.5 )}]i i a i DeD D D D λ= + − − −Λ  for 

2 2/ 150DeλΛ < , 
0.42 2/ 15011.5 / 1

2 3000 150
De

i aD D λ  Λ − = × +  −   
for 2 2150 / 3000Deλ≤ Λ <  and i aD D=  for 

2 2/ 3000DeλΛ ≥ . The dependence of iD  on / DeλΛ  
approximates well the measured dependence in [34] in the 
case when e iT T= . In the afterglow, it is assumed that the 

diffusion coefficient of electrons De as a function of / DeλΛ
is described by empirical formulas (40) and (41) in [35], which 
were initially obtained in [36]. In our model, the transition 
from ambipolar to free diffusion takes place when 

/ 10DeλΛ ≤ , as in most of the experimental and theoretical 
works on the transition [34 – 37], excepting [38], where the 
transition starts at / ~ 100DeλΛ . 

The electron and ion densities, as functions of coordinate 
x and time t, can be found from the continuity equations, 
respectively 

2 2/ / i
e e e en t D n x nν∂ ∂ − ∂ ∂ = ,                 (2) 

2 2/ / i
i i i en t D n x nν∂ ∂ − ∂ ∂ = ,                 (3) 

 
 where 8 0.572.39 10 exp( 17.43 / )i

a e en T Tν −= × × −  [39] is the 
ionization frequency, na is the neutral gas atom density in     
cm-3. 
     Then, introducing a separation of variables, nα(x,t) = 
n0×cos(πx/L)n1α (t), we obtain        

2 2
1 1(1 / ) / / i

e e en n t D Lπ ν∂ ∂ = − + ,                      (4)  

2 2
1 1 1 1(1 / ) / / /i
i i i e in n t D L n nπ ν∂ ∂ = − + ,             (5)                                            

where n0= n(x=0,t=0) and n1α (t=0) =1. Here, it is assumed 
that the cosine profiles for nα are kept during the whole 
afterglow that agrees well with results of previous authors [40, 
41].  

For t = 0 (when ∂/∂t = 0, ne = ni and De = Da), one obtains 
from equation (4) the following expression   

𝐷𝐷𝑎𝑎(𝑇𝑇𝑒𝑒0) �𝜋𝜋
𝐿𝐿
�
2

= 𝜈𝜈𝑖𝑖(𝑇𝑇𝑒𝑒0),               (6)                                       

which determines the initial electron temperature Te0. 
The spatial dependence for the ion density [ni ~cos(πx/L)] 

also determines the x-component of the ion drift velocity 
 

tan( / ).i i
i

i

D nu D x L
n x L

π π∂
= − =

∂
             (7)                                                

The electron temperature as a function of time in the 
afterglow can be found from the volume-averaged electron 
energy balance equation 

3
2

loss
e e

Pe n T
t V

∂   = − ∂  
,                      (8) 

where V is the plasma volume, Ploss =Pcoll +Pw and nα  is the 
volume averaged density of species α . For the conditions 
considered here,  

/2

0 1 0 1
/2

1 2cos( / ) ( ) ( ).
L

L

n n x L n t dx n n t
Lα α απ

π−

= =∫   

* * 3 ( )e
coll e j j en e g

a

mP e n V U T T
m

ν ν
 

= + − 
 
∑  is the power loss 

due to elastic and inelastic electron-neutral collisions, *
jν  and 

*
jU  are the non-elastic collision frequency and excitation 

threshold energy for the jth level (including ionization), 
respectively. The term Pcoll was calculated using the cross-
sections for elastic and inelastic collisions of electrons with 
argon atoms from [42]. The power loss on the walls is 

( )2 2/ ,w i i i e e eP e V n D n D Lπ ε ε= +  where ,( )i eε  is the 

mean kinetic energy lost per ion (electron) lost [31, 39].  
 

2.2. Dust charge and forces affecting a dust particle 

A dust particle in the plasma collects electrons and ions 
and, as a result, has an electric charge. The dust charge in the 
glow regime may be found assuming an equal flux of ions and 
electrons to its surface. This approach also allows to estimate 
the dust charge in the afterglow plasma [24].  

In the pressure range studied (30-150 mTorr), electron-
neutral collisions are not important and the orbital motion 
limited (OML) expression for the electron flux [43] is 
applicable                     

        / 2 exp( ),e e i eI n m m zχ π= −                     (9) 

where 24 /d e ia eT mχ π= , /d d ez e Z a T= . 

The ion flux to a dust particle is calculated using the 
interpolation formula proposed by Khrapak et al [44] 

 
1 1

WC HC/ ( ),i iI n j jχ − −= +                      (10)                                        

where  

OML 2 21 (1 2 2 )erf ( ) 2 exp( ) ,
4 2ij zπ ξ τ ξ ξ ξ
ξ πτ

 = + + + − 
 

/ 2Mξ τ= , / sM u C=  is the Mach number, and u  is the 

ion drift velocity determined by equation (6), /s e iC eT m=  is 

the ion sound speed, and /e iT Tτ = . The term OML
ij  

OML coll
WC ,i ij j j= + ∆
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describes the collisionless (OML) contribution to the ion flux, 
while the term coll

ij∆  accounts for the effect of ion-neutral 
collisions in the weakly collisional regime [44]: 
 

3
coll 3

3/2 2

1 ( )ln 1 ,
3[1 ( ) ] (1 )

c e
i

e

z fLj
f L

τ ξ τω
ξ τ ξ

 +
∆ ≈ + + + 

           (11)                            

where /c d sa Cω ν=  is the reduced ion-neutral collision 

frequency, , and /e De dL aλ= . Here, 
28 /a ia i in eT m uν σ π= +  is the effective ion-neutral 

collision frequency, 𝜎𝜎𝑖𝑖𝑖𝑖 ≈ 10−14 cm2 is the cross-section for 
ion-neutral collisions in argon plasma. In the highly collisional 
regime, the term describing ion-neutral collisions is [44] 

HC 2

/ , / ,

(1 / ) / 4, / .
c c

c c

z M z
j

M z M M z

ω ω

ω ω

 ≤= 
+ >

       (12)                 

The main forces affecting a charged dust particle in the 
afterglow are the electric, ion drag, neutral drag and gravity 
forces. The electric force is  

el .d sF eZ E=
 

                     (13) 

For the ion drag force idF


, we use the same approach as 
in [45, 46], where results from [47–49] were used: 

[ ]{ }2
0( ) ( ) ( ) ( ( ) / ) ,

id i i i

c i i i D i in

F n m u u

u u u uσ πρ λ λ

= ×

× + Λ + Κ



  (14)                          

where 2 21 / 4 / 4 /D e e i i in e T n e m uλ π π= +  is the Debye length 

[50], 28 /i g iu eT m uπ= + , 1 /in a ianλ σ=  in the ion mean free 

path, 2 2
0( ) 2 /i d i iu e Z m uρ =  is the Coulomb radius, 

2
0( ) (1 ( ) / )c i d i du a u aσ π ρ= +  is the ion capture cross section, 

and 0

0

( ) ( )( ) ln
( )
i D i

i
i d

u uu
u a

ρ λ
ρ

 +
Λ =  + 

 


 is the Coulomb logarithm.  

In the calculation of the Coulomb logarithm, following to 
[46,  49], instead of ui we use the following expression: 

( )328 / ( ) 1 / ( ) ,i g i su eT m u u k Cλπ  = + +
 

      (15) 

where 0.6 0.05ln( ) ( / 5 )( / 0.1),a De d i ek m a T Tλ λ= + + −  

ma denotes the atomic mass of the ions: ma = 40 for argon. The 
collisional function Κ  in equation (14) is given by [46, 48]  

2
2

2( ) arctan( ) 1 ln(1 ).
2 1 2

xx x x x
x

π π 
Κ = + − − +  + 

 

The neutral drag force acts in the direction opposite to the 
motion of dust particle [44, 51, 52],  

24 1 ,
3 8nd a n d Tn dF n m V a πυ π  = − + 

 

 
         (16)                        

where is argon atom mass,  dV


 is the velocity of dust 
particle relative to the stationary background of neutrals (here,  
gas flows are absent), and 8 /Tn g neT mυ π= is the average 

thermal velocity of argon atoms. 
In laboratory experiments, dust particles are affected by 

the force of gravity ,g dF m g=
   where 34 ,

3d d dm aρ π=  is 

the dust material density, and g ≈ 980 cm/s2 is the 
gravitational acceleration.  

In a gas with a temperature gradient, the particle is also 
affected by the thermophoretic force [53]. However, we 
assume that the gas temperature gradients are small and 
neglect this force.  

The particle motion in the afterglow is given by  

,d el id nd

d

dV F F Fg
dt m

+ +
= +

   
                   (17)                                   

which determines the x-component of the particle velocity 
(other components are assumed to be zero because of the 
geometry of the problem). Knowing dV , one can find the 
particle coordinate xd:                     

   .d
d

dxV
dt

=                            (18)                                                         

The kinetics of dust particle discharging is described by 
the equation 

.d
e i

d Z
I I

dt
= −                      (19) 

Equations (17) – (19) should be accompanied by initial 
conditions. At t = 0, we assume that the dust particle is 
immobile ( ( 0) 0dV t = = ) and its initial coordinate x0 is found 
assuming that the forces affecting the dust grain balance each 
other [ ( 0) ( 0) 0d el idm g F t F t+ = + = =

  ].  The dust charge at 
t = 0   is found assuming that the ion flux to a dust particle 
equals to that of electrons.  Equations (4), (5), (8), (17) – (19) 
are solved numerically by using the DVODE package [54].  

 
3. Results  

 
Calculations have been carried out for different dust radii, 

neutral gas pressures, initial electron densities and with or 
without gravity.  

 
3.1. Dust radius variation 
 

First, assuming that 0gF =


, we have studied how dust 

charge and motion depend on dust size. In figure 1(a), the dust 

2 1( ) (1 2 )f ξ ξ −= +

nm

dρ
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charge as a function of time is presented for different dust 
radii. The unnumbered curves in figure 1(a) describe the 
charge obtained from equation (19), while the curves 1, 2, 3 
and 4 are for the dust charge 1d dZ Z= , where 

1dZ  is the root 

of equation .e iI I=  The  time-dependencies for dust charge  
are calculated for P = 30 mTorr , 𝑛𝑛0= 1010 cm-3, L = 5 cm, Taft 
=0.1 eV and assuming that the dust particle is in equilibrium 
in the plasma slab at t = 0.  

 

 

  
Figure 1. The dust charge (a); ni(x=0)/ n0 (solid line), 
ne(x=0)/n0 (dashed line) and Te (dotted line) (b); the dust 
charging time (c) and /e aD D (dashed line) and /i aD D (solid 
line) (d) as functions of time. In figure 1(a), the unnumbered 
solid, dashed, dotted and dash-dotted curves for Zd are 
obtained from equation (19) and curves 1, 2, 3 and 4 are 
calculated from e iI I= , line styles corresponding to ad = 50 
nm, 20 nm, 10 nm and 5 nm, respectively (same styles in 
figure 1(c)). Here, P= 30 mTorr and 𝑛𝑛0= 1010 cm-3. 

 
The initial negative charge increases if ad becomes larger 

(figure 1(a)) because of a larger surface collecting electrons 
and ions from the plasma. In the beginning of the afterglow, 
|Zd| decreases due to an ion flux larger than the electron one. 
At t ≤ 0.1 ms, the ion flux dominates over the electron flux 
mainly due to the rapid decrease of the electron temperature 
(figure 1(b)). The negative charge on the dust particle 
decreases faster for larger dust sizes due to the larger ion flux 
(Ii ~ ad

2) leading to possible larger |Zd| for smaller nanoparticle 
in the late afterglow (figure 1 (a)). This is due to an increasing 
charging time as particle size decreases (figure 1(c)). As a 
result, the charge of small nanoparticles varies slowly in the 
afterglow and becomes “frozen” when the electron and ion 
densities and fluxes are very small and with Ii >Ie [at t ≥ 2.5 

ms for ad < 10 nm in figure 1(a)]. This is opposite to the case 
of large nanoparticles (for example, for ad = 50 nm) when the 
charge becomes frozen before the vanishing of electrons and 
ions from the plasma (figures 1(a) and 1(b)). In this case, the 
charging time is small in the beginning of afterglow (figure 
1(c)), and, therefore, |Zd| drops rapidly and the dust charge 
becomes frozen when Ie ≈ Ii (figure 1(a)). 

The time-dependencies for charging time in figure 1(c) 
are obtained from the expression [11] 

1

/ /1.0 / ( ) ,
d d

ch e i Z Z
I Iτ

=
= − where / /e e dI I Z= ∂ ∂  and 

/ /i i dI I Z= ∂ ∂ . In the OML approximation [11], 

1

1
1

1
d d

ch e
d e

Z Z

e zI
a T z

τ ττ
τ

−

=

 + +
=  + 

.              (20) 

Since 2 exp( )e e d eI n a T z∝ −  and the decrease of Te in the 

very beginning of afterglow is faster than the decrease of |Zd| 
and ne,  chτ decreases with time for 210t −≤   ms (figure 1(c)). 
At 0.1t >   ms (when Te =Taft), the charging time increases 
because of decreasing ne. From equation (20) it follows that 

1 /ch daτ ∝ , according to the dependencies in figure 1(c).  
Note that the transition from ambipolar to free diffusion 

does not affect much on the dust charge dependences for the 
conditions here, because it is observed at rather large 
afterglow times (at t ≥ 3.5 ms in figure 1(d)) when Ie and Ii are 
small due to small ne and ni (figure 1(b). For example, Zd(t = 
1ms) = - 12.42 and Zd(t = 10 ms) = - 12.39 for the 50 nm case. 

Note that equation (19) does not give the real value of dust 
charge in the afterglow, especially for small dust size due to 
charge discreteness. It provides an approximate value for the 
dust charge, and the real one fluctuates around this value [55]. 
If there are many dust particles of the same size in the plasma, 
a more accurate description of dust charging can be made by 
calculating the dust charge distribution [56]. In most 
stationary cases, this distribution is close to the Gaussian 
distribution with the variance 2σ  described by the following 
expression [56] 

1

2
/ // / / /

( ) / 2
/ 2 / 2

d d

e i

e e i i Z Z

I I
I I I I

σ
=

+
=

+ − +
,          (21) 

where // / / dI I Zα α= ∂ ∂ .  

In the OML approximation and when / //I Iα α>> , 
equation (21) gives 

[ ]
1

2 .
1 / (1 )

d d

d e

Z Z

a T
e z

σ
τ τ

=

=
+ +

.                  (22) 

In figure 2(a), σ , which characterizes the width of the 
dust charge distribution obtained from equation (21), is shown 
for different dust radii. At t ≤ 0.1 ms, the width of the dust 
charge distribution is larger for larger ad (figure 2(a)), 
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according to equation (22) showing that 2
daσ ∝ . For large 

afterglow times (t > 1 ms), σ is smaller for ad=20 nm than for 
50 nm, while for ad =5 nm and 10 nm σ is nearly the same and 
larger than at 50 nm (figure 2(a)).  In our opinion, this is due 
to larger values of /d d ez e Z a T=  at late afterglow times in the 

cases of ad =5 nm and 10 nm compared to 50 nm and 20 nm 
cases.  

 

 

 
Figure 2. σ  (a), the dust velocity (b) and coordinate (c) as 
functions of time for different dust radii: 50 nm (solid line), 
20 nm (dashed line), 10 nm (dotted line) and 5 nm (dash-
dotted line). The other conditions are the same as in figure 1. 

 
Figure 2(b) shows that the dust velocity grows in the 

beginning of afterglow until a maximum value, vmax, at a time 
t1 (figure 2(b)). The dust acceleration at t < t1 is positive (

/ 0ddV dt > ) (figure 2(b)) because the ion drag force is larger 
than the electric force. Indeed, the electric force decreases 
faster because of the rapid decrease of Te (figure 1(b)). At t = 
t1, the geometric sum of ion drag, electric and neutral drag 
forces is zero, and the dust acceleration vanishes (figure 2(b)). 

The dust velocity grows faster in the very beginning of 
afterglow (t < t1) if the dust radius becomes smaller (figure 
2(b)). Whereas the forces affecting the dust grain decrease 
with decreasing ad (figure 3), the nanoparticle mass (with ad

3 
dependency) decreases faster than the forces resulting in faster 
motion for a smaller nanoparticle. Since the Coulomb part of 
the ion drag force, described by the second term in the braces 
of equation (14), is proportional to Zd

2 and Fel ~ Zd, with 
decreasing ad, the ion drag force in the central part of the 
plasma slab decreases faster than the electric force (figure 3).  
As a result, the initial location of the nanoparticle becomes 

closer to the slab midplane when the dust radius decreases. 
Because a decrease of ad is accompanied by increasing Vd, the 
variation of nanoparticle coordinate in the afterglow may be 
essential for nanoparticles of small radius (figure 2(c)). In 
particular, a nanoparticle with a radius of 5 nm can change its 
coordinate during the afterglow by 0.5 cm (figure 2(c)). 

 

 
Figure 3. The initial spatial distributions of 

elF
  and 

idF


 for 

ad= 50 nm and 20 nm (a) and ad= 10 nm and 5 nm (b). In figure 
3(a) [figure 3(b)], the solid and dotted curves correspond to 

elF


, while the dashed and dash-dotted curves –
idF


 for ad = 

50 nm and 20 nm [ad = 10 nm and 5 nm], respectively. The 
other conditions are the same as in figure 1. 

 
For t > 0.1 ms, the ion drag force decreases faster than the 

electric force because Te is time-independent (figure 1(b)). For 
large afterglow times (t ≥ 2 ms), Zd is nearly time-independent 
(figure 1(a)) and Fel evolves mainly because of the variation 
of the ion diffusion coefficient ( fs i iE D D∝ − ), while |Fid| 
becomes smaller due to the ion density decrease. In the time 
interval t1 <  t < t2, where t2 corresponds to the time when Vd 
changes sign,  |Fel| + |Fnd| > |Fid|. For the time interval t2 <  t < 
t3, where t3 corresponds to the time when Vd is minimal (for 
the case of ad =5 nm, t3 corresponds to the first minimum of 
Vd), |Fel| > |Fnd| + |Fid|. The dust particle moves to the slab 
boundary at t < t2 and in the opposite direction at t2 <  t < t3. 
There is the minimum at t = t3 in the time-dependence for dust 
velocity (figure 2(b)), which is observed at rather large 
afterglow times (t ≥ 1 ms), when  |Fel| >> |Fid|, |Fel| ≈ |Fnd|  and, 
therefore, for the minimum, 

24/ 1
3 8d d s a n Tn dV eZ E n m a πυ π  ≈ +    

. For smaller 

nanoparticles, this minimum can be observed at smaller times 
(as for the 5 nm case in figure 2(b)) because they move faster.  
Moreover, for small nanoparticles (here, for ad =5 nm), the 
time-dependence for Vd may have two minimums. The second 
minimum (at t = t4) is due to increasing the electric field in the 
time interval 2 ms 3.5t≤ ≤ ms (because of increasing Di 
(figure 1(d)). In our opinion, we do not observe for the second 
minimum in the Vd(t) dependence for large nanoparticles (

10da ≥ nm), because of larger times required to accelerate 
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these particles to the velocities corresponding to the minimum 
at t= t3, as compared with the ad =5 nm case. At 4t ≥ ms, the 
ion diffusion coefficient decreases (figure 1(d)), and, 
therefore, Es and Fel become smaller and |Vd| decreases rapidly 
with time because of the effect of neutral drag force. The 
electric field vanishes when Di = Dif . At t > t3 for 10da ≥ nm 

and at t > t4 for 5da = nm, |Vd| also decreases with time due to 
dust motion towards the slab center (figure 2(c)) where the 
electric force affecting the dust grain is smaller (figure 3).  

We also considered the case when a dust particle is 
additionally affected by the gravity force. Figures 4(a) and 
4(b) show Vd and xd calculated for the case when the initial 
location of the dust grain is near the bottom slab boundary, 
while it's near the top boundary in figures 4(c) and 4(d). These 
two equilibrium positions are usually observed in experiments 
such as in [5, 12 – 14]. 

 

  
Figure 4. The dust velocity [(a) and (c)] and coordinate [(b) 
and (d)] for different dust radii. The dashed, dotted and dash-
dotted curves correspond, respectively, to ad=50 nm, 20 nm 
and 10 nm in the case when 0gF ≠


. The curves 1, 2 and 3 in 

figures 4(b) and 4(d) are, respectively, for ad=50 nm, 20 nm 
and 10 nm in the case when 0gF =


.   Figures 4(a) and 4(b) 

correspond to the case when the dust particle is initially 
located near the bottom slab boundary, while figures 4(c) and 
4(d) – near the top boundary. The x-axis and 

dm g   are directed 
to the bottom slab boundary, and x = 0 corresponds to the 
midplane of the plasma slab. Here, 1.5dρ = g/cm3 and the 
other conditions are the same as in figure 1. 

 
It follows from figure 4 that the gravity force does not 

affect essentially nanoparticle motion at small afterglow times 
(t < 10 ms). However, for large afterglow times (t ≥10 ms), 
when the both ion drag force and electric force vanish, the dust 

motion is due to the gravity and neutral drag forces. At large 
afterglow times, a dust grain moves to the slab boundary with 

a constant velocity ( 24/ 1
3 8d g a n Tn dV F n m a πυ π  = +    

), 

which is proportional to 
da . At t > 15 ms, the dust velocity for 

ad = 10 nm, 20 nm and 50 nm is 0.41 cm/s, 0.82 cm/s and 2.05 
cm/s, respectively. The absolute value of the dust velocity at 
late afterglow times is the same in figure 4(a) and figure 4(c). 
Thus, at late afterglow times, due to the effect of the gravity 
and neutral drag forces, a dust particle moves with a constant 
velocity to the bottom electrode. The velocity increases with 
increasing dust size. Eventually, the dust particle may deposit 
on the bottom electrode or take a new equilibrium position if 
an additional force (for example, the thermal force [13 – 15]) 
affects the particle after the plasma is off. 

 
3.2. Pressure effect 
 
Next consider how plasma parameters and dust charge 

and motion depend on neutral gas pressure. Since we have 
shown in previous subsection that the ion drag and electric 
forces may affect essentially particle motion in the plasma 
afterglow if the size of dust particle is small, our study of gas 
pressure effects is focused on small nanoparticles (here, ad = 
10 nm). In this study, it is assumed that 0gF =


. 

 
Figure 5. The electron temperature (a) and the normalized 
electron and ion densities at x = 0 (b) as functions of time for 
different neutral gas pressures. The unnumbered solid, dashed, 
dotted and dash-dotted curves for Te and ne and the curves 1, 
2, 3 and 4 for ni correspond to 30 mTorr, 50 mTorr, 100 mTorr 
and 150 mTorr, respectively. Here, Pin =10-2 W/cm2. n0 is 
5.39×109 cm-3, 8.67×109 cm-3, 1.51×1010 cm-3 and 2.02×1010 
cm-3 for 30 mTorr, 50 mTorr, 100 mTorr and 150 mTorr, 
correspondingly.  The other conditions are the same as in 
figure 1. 
 

Figures 5(a) and 5(b) show, correspondingly, the time-
dependencies for Te and for the normalized electron and ion 
densities (nα(x=0)/n0) obtained for different P.  These 
dependencies are calculated for a fixed input power per unit 
area at t = 0 Pin, which in our case is [Pcoll(t=0) + Pw(t=0)]L/V. 



J. Phys. D: Appl. Phys.  XX (XXXX) XXXXXX I B Denysenko et al  

 8  
 

For the conditions corresponding to figure 5, Te at t = 0 is 
2.53 eV, 2.19 eV, 1.85 eV and 1.69 eV for 30 mTorr, 50 
mTorr, 100 mTorr and 150 mTorr, respectively. The initial 
electron temperature decreases with increasing pressure, that 
agrees well with measurements in [57]. Moreover, the electron 
temperature and the electron and ion densities decrease faster 
if P is smaller. This conclusion agrees well with results of 
previous authors (figure 5 in [58], figure 9 in [59]). The faster 
decrease is mainly due to increasing the ion and electron 
diffusion coefficients. With increasing pressure, the initial 
electron density in the case of fixed input power becomes 
larger, that agrees well with results of previous authors (figure 
6 in [60]).  

 

        
Figure 6. The initial spatial distributions of 

elF
  and 

idF
  for 

P = 30 mTorr and 50 mTorr (a) and P= 100 mTorr and 150 
mTorr (b). In figure 6(a) [figure 6(b)], solid and dotted curves 
correspond to 

elF
 , while the dashed and dash-dotted curves 

–
idF
  for P = 30 and 50 mTorr [P = 100 and 150 mTorr], 

respectively. (c) The dust charge at t = 0 as a function of x-
coordinate and (d) the normalized dust charge as a function of 
time for different P: 30 mTorr (solid line), 50 mTorr (dashed 
line), 100 mTorr (dotted line) and 150 mTorr (dash-dotted 
line). | Zd0| is 46.22, 37.42, 28.08 and 24.74 for P =30 mTorr, 
50 mTorr, 100 mTorr and 150 mTorr, respectively. ad = 10 
nm, x = 0 corresponds to the midplane of the plasma slab and 
the other conditions are the same as for figure 5.  
 

It is found that the initial equilibrium location of the grain 
x0 depends strongly on gas pressure. With increasing pressure, 
the coordinate grows at P<70 mTorr and decreases at larger 
pressures. In particular, x0 = 0.93 cm, 1.16 cm, 1.22 cm,1.08 
cm and 0.44 cm for 30 mTorr, 50 mTorr, 70 mTorr, 100 mTorr 

and 150 mTorr, respectively. The effect of gas pressure on the 
x0 location is due to differences in the spatial distributions of 
|Fel| and |Fid| at different P, as shown in figures 6(a) and 6(b).  

With increasing pressure, the initial electric force 
decreases in the whole plasma volume (figures 6(a) and 6(b)) 

due to decreasing the electron temperature ( /
a e

n xE T
n

∂ ∂
≈ −  

for t =0) and the dust charge (figure 6(c)). Because of 
decreasing Te and |Zd|, the ion drag force in central part of the 
plasma slab (at |x| ≤ 1.0 cm) also becomes smaller when P is 
larger.   Moreover, the shape of initial spatial distribution of 
|Fid| also depends on neutral gas pressure. With increasing P, 
the maximum of |Fid| becomes closer to the slab boundary 
(figures 6(a) and 6(b)). In our opinion, the variation of spatial 
distribution of |Fid| is due to the dependence of spatial 
distribution for dust charge on pressure (figure 6(c)). With 
increasing x, | Zd | at t = 0 increases in the whole plasma 
volume at large pressures, while the dust charge may decrease 
near the slab boundary at small pressures (for example, at P = 
30 mTorr) (figure 6(c)). In our opinion, this is due to higher 
ion drift velocity at smaller pressure. Due to decreasing the ion 
drift velocity with an increase of P, the spatial distribution of 
dust charge becomes more spatially homogeneous in the 
central part of discharge (at x < 1.5 cm) (figure 6(c)). 
Moreover, because of enhancement of ion-neutral collisions 
in the sheath around the dust particle, the amount of negative 
charge on the dust particle at t = 0 decreases with increasing P 
(see caption to figure 6 and [61]). 

The time-dependence for dust charge is also a function of 
gas pressure (figure 6(d)). As mentioned in the previous 
subsection, the amount of negative charge on dust particle 
decreases in the beginning of afterglow due to a higher ion 
flux to the dust particle comparing with that of electrons. The 
difference between the ion and electron fluxes depends on the 
time-dependencies for ne, ni and Te in the afterglow plasma, as 
well as on the initial dust charge. Since with decreasing 
pressure, the initial electron density becomes smaller, the 
absolute value of the ion flux normalized on |Zd0 |, where 
Zd0=Zd (t =0), becomes also smaller, and the normalized dust 
charge Zd/ Zd0 decreases more slowly with time at smaller 
pressures (here, for P ≤ 100 mTorr) (figure 6(d). Note that the 
difference in the time-dependencies for Zd/Zd0  in the P = 100 
mTorr and 150 mTorr cases is small here. In our opinion, this 
is because of the small difference in the time-dependencies for 
electron temperature (figure 5). Moreover, since the electron 
temperature and the electron and ion densities drop faster with 
a decrease of P (figure 5), the absolute value of “frozen 
charge” of a dust particle may increase with decreasing 
pressure (figure 6(d)). For the conditions corresponding to 
figure 6(d), | Zd| at t =2 ms is 13.61, 6.26, 2.99, 2.482 and 2.481 
for P =30 mTorr, 40 mTorr, 50 mTorr, 100 mTorr and 150 
mTorr, respectively. Note that the value of “frozen charge” 
depends slightly on P for large pressures (P ≥50 mTorr) and 
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moderate electron densities (n0 ~ 1010 cm-3). This is due to the 
fast decrease of | Zd| in the beginning of afterglow and due to 
the fact that the effect of ion-neutral collisions on the dust 
charge in the plasma afterglow decreases with increasing t. To 
check the last conclusion, we analyze the ion current to the 
dust grain in the case when the ion drift velocity is small, what 
is typical for most plasma volume at late afterglow times 
(when Te ≈Taft). For small drift velocities,  

( ) ( )1/22 2 28 1i i d i i s a iaI n a eT m z Hz nπ τ τ λ σ≈ + +  [61], where  λs is the 

screening length, which is of the same order as the Debye 
length [62]. The function H satisfies H ~ 0.1 for 0.1 ≤ 
β  ≤ 10,  Η ∼ β   for  β  << 1  and H ∼ β −2 (lnβ )3  for 
β >>1 [61], where d s iZ e Tβ λ= .  With increasing the 

afterglow time, the ratio of the third term to the second term 
in the brackets of the expression for Ii becomes smaller 
because of decreasing τ z. As a result, at t > 2 ms, ion-neutral 
collisions for P ≥ 50 mTorr do not affect essentially the ion 
current to a dust grain and, consequently, the dependence of 
dust charge on pressure is essentially smaller at late afterglow 
times than that at t = 0 (the values of Zd0 at different pressures 
are presented in caption to figure 6). 

 
Figure 7. The dust velocity (a) and the dust coordinate (b) as 
functions of time for different gas pressures: 30 mTorr (solid 
line), 50 mTorr (dashed line), 100 mTorr (dotted line) and 150 
mTorr (dash-dotted line). The other conditions are the same as 
for figure 6. 

 
At small pressures and small afterglow times (t < t1), the 

dust acceleration is positive and the velocity grows with time 
(figure 7(a)). The maximum velocity vmax is larger and 
observed for larger times when P is smaller (figure 7(a)). For 
the case of 100 mTorr, vmax is very small and reached very 
quickly (0.328 cm/s at t ≈ 4.5 μs), and at 150 mTorr no positive 
acceleration in the beginning of the plasma afterglow is 
observed.  vmax decreases with increasing pressures and a 
positive acceleration of the dust particle in the beginning of 
the afterglow is absent at large pressures because of 
decreasing of idF  (figure 6).  Since with decreasing pressure, 

the dust velocity becomes maximal at larger times, the time t3, 
when Vd is minimal, also increases. Moreover, |Vd| at t = t3 is 
larger for smaller pressures. This is due to the fact that |Fel| 

≈|Fnd| for t = t3, and the electric force decreases with increasing 
P (figure 6). As a result, 

3( ) /d el aV t t F n= ∝ , i.e., the absolute 

value of Vd increases when P becomes smaller. 
Due to larger values of |Vd|, the variation of coordinate of 

the dust particle in the afterglow plasma is larger for smaller 
pressures (figure 7(b)). The decreasing of the maximum value 
of |Vd| and of xd variation with increasing pressure can be also 
explained by an enhancement of friction due to the effect of 
neutral drag force.   

 
3.3. Effect of electron density variation 
 

 

                      
Figure 8. The nanoparticle charge (a), velocity (b) and 
coordinate (c) as functions of time for ad = 10 nm, P = 30 
mTorr and different initial electron densities in the slab center: 
n0 = 5×109 cm-3 (solid line), 1010 cm-3 (dashed line), 1011 cm-3 

(dotted line) and 1012 cm-3 (dash-dotted line). The other 
conditions are the same as for figure 1.  
 
Assuming that 0gF =


, we also analyze how the nanoparticle 

coordinate, velocity and charge depend on the initial plasma 
density. The initial amount of negative charge on a dust 
particle increases with increasing n0 (figure 8(a)). In our 
opinion, this increase is due to decreasing coll

ij∆  
(equation(11)), because the electron Debye length becomes 
smaller. | Zd | decreases faster in the afterglow if n0   is larger 
(figure 8(a)) because of higher ion flux to the dust grain in the 
afterglow (Ii~ n0). Since the absolute value of Zd increases, the 
ion drag and electric forces also become larger with an 
increase of n0 at small afterglow times. However, the increase 
of 

idF


 with an increase of n0   is more essential than that of 
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elF


  because the Coulomb part of 
idF


 is proportional to Zd
2, 

while elF


 depends linearly on |Zd |. As a result, the initial 

location of the nanoparticle is closer to the slab boundary if n0 
is larger (figure 8(c)). In the very beginning of the afterglow, 
due to an enhancement of  

idF
 , the nanoparticle moves faster 

to the slab boundary if n0 is larger (figure 8(b)). Moreover, if 
the initial electron density is very large (n0 ≥ 1012 cm-3), small 
nanoparticles may quickly reach the plasma boundary (figure 
8(c)).  
 
4. Conclusion 

 
Thus, behavior of a dust grain in an afterglow plasma has 

been studied using a 1D model. In contrast to previous works 
where the dust charge variation in afterglow plasmas was 
studied using different diffusion models [15, 17, 28], our study 
also analyzes the dynamics of the dust grain. The analysis has 
been carried out for different dust radii, gas pressures and 
initial electron densities.  

It has been found that the charge of smaller nanoparticles 
varies more slowly (figure 1(a)) in the afterglow plasma 
because of smaller ion flux to their surface. Moreover, the 
absolute value of the negative charge of a small nanoparticle 
(ad < 20 nm) in the late afterglow may be larger than the one 
of a larger nanoparticle (figure 1(a)), because of smaller 
charging time (figure 1(c)). 

At small pressures (P ≤ 50 mTorr), the dust velocity 
increases in the beginning of plasma afterglow (figure 7(a)) 
because the ion drag force affecting the dust particle is larger 
than the electric force. The electric force decreases rapidly in 
the beginning of the afterglow, because of decreasing Te. In 
the afterglow, when the electron temperature does not change 
with time, the ion drag force decreases faster with time than 
the electric force because of decreasing ni. Most of time in the 
afterglow, when the electric field is important, the dust 
velocity is negative (directed to the slab center) and the dust 
particle moves to the center (figure 2).  

The dust particle dynamics during the afterglow has been 
examined in microgravity conditions and in presence of 
gravity. Without gravity, the variation of location of large dust 
particles (ad ≥ 20 nm) during the afterglow is very small 
because of a rapid decrease of the ion drag and electric forces. 
Meantime, smaller nanoparticles are more mobile and the 
variation of their location in the afterglow may be essential 
(figure 2(c)).  In presence of gravity, this force does not affect 
essentially nanoparticles at small afterglow times (t < 10 ms) 
(figure 4). At large afterglow times (t ≥ 10 ms), when both ion 
drag force and electric force vanish, the dust motion is 
governed by the gravity and neutral drag forces. Moreover, the 
gravity force is balanced by the neutral drag force, and a dust 
particle moves to the slab boundary with a constant velocity. 

As it can be expected, gravity plays more essential role for 
dust particle of larger size. The velocity is larger if the dust 
radius is bigger. The present study reveals the dynamics and 
trajectory followed by the dust particle during the fast plasma 
relaxation. In microgravity, it corresponds to the motion 
between its equilibrium position in the plasma and its new 
equilibrium position after the plasma is off. 

Dust dynamics depends essentially on gas pressure and 
the initial electron density. The dust velocities in an afterglow 
plasma are larger at smaller pressures (figure 7(a)). This is due 
to decreasing the neutral drag force and increasing the initial 
dust charge and the ion drag and electric forces because of 
decreasing the ion-neutral collision frequency.  Moreover, 
with decreasing gas pressure at a fixed input power, the dust 
charge varies more slowly with time in the afterglow plasma 
because of decreasing the ion flux to the dust particle because 
the ion density becomes smaller. As a result, at late afterglow 
times, the amount of negative charge on small dust particles 
may increase with decreasing pressure (figure 6(d)). With 
increasing the electron density, both |Zd| and |Vd| increase in 
the very beginning of the afterglow (figures 8(a) and 8(b)) 
because of a decrease of the electron Debye length and an 
increase of the ion drag force. Due to the increase of the ion 
drag force, smaller nanoparticles move more rapidly (figure 
8(b)) and even may leave the plasma volume (figure 8(c)). The 
dust charge decreases faster in the beginning of afterglow if 
the initial electron density is larger because of larger ion flux 
to the dust surface.  

Note that the results here have been obtained using some 
simplifications. In particular, we have considered an isolated 
grain in the plasma slab, while in some experiments [17 – 21], 
the dust charge density may be large  (|𝑛𝑛𝑑𝑑𝑍𝑍𝑑𝑑| ≥ 𝑛𝑛𝑒𝑒). We also 
did not account for the charge fluctuations [55, 56, 63, 64], 
which may affect essentially the dust particle charge (figure 
2(a)) and trajectories [65] and we considered a mean charge. 
Moreover, the discharging of dust particles is very sensitive to 
external conditions in the afterglow, in particular, to external 
electric fields not considered here [66, 67]. The model also 
does not consider processes in plasma sheaths. 

Our model also assumes that the electron energy 
distribution is Maxwellian. The Maxwellian approximation 
usually allows to describe qualitatively plasma properties 
[31]. The Maxwellian electron energy distribution function 
(EEDF) is typical for plasmas, where the frequency of the 
electric field sustaining the plasma is larger than the frequency 
for electron-atom collisions [68] and when the electron density 
is large, for example, in microwave discharge plasmas [69]. 
At certain conditions, the EEDF can also be nearly 
Maxwellian in inductively-coupled plasmas [57].  Moreover, 
in RF capacitively coupled plasmas, where the EEDF is 
usually non-Maxwellian, it may become nearly Maxwellian in 
the afterglow phase [70] justifying our approximation.   
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In our model, we also did not consider metastable argon 
atoms, which may affect essentially the afterglow plasma.  In 
[71], it was shown that in a steady-state plasma, the excited 
argon atoms influence the power budget mainly due to the 
power loss in stepwise excitation which dominates for 
pressures below about 50 Pa. Gorchakov et al [71] also found 
that during the afterglow chemoionization processes and 
deexciting electron collisions primarily provide power gain of 
the electron ensemble at pressures below about 10 Pa and the 
contribution of the excited atoms to the total power loss 
generally remains smaller than about 15%. Experiments and 
their analysis carried out in [72] showed that super-elastic 
collisions between electrons and the long-lived rare gas 
metastable atoms may affect essentially the electron 
temperature in the afterglow. In [70], it was obtained that the 
rates of the electron heating and cooling by reactions with 
argon metastables, namely, the excitation to the higher energy 
levels and super-elastic collisions, are almost fully 
compensated by each other, and the chemionization doesn’t 
have a valuable impact on the electron temperature in the early 
afterglow of a RF capacitively-coupled argon plasma.   
Moreover, collisions of metastable atoms with dust particles 
may affect the dust charge and other properties of afterglow 
plasmas if the dust charge density is large [17].  

In the present work, we consider pressures smaller than 
50 Pa and the case of small dust densities. Therefore, we 
expect that metastable atoms do not affect much on gas 
discharge properties in the glow phase and in the beginning of 
afterglow. At late afterglow times, we assume that the electron 
temperature is 0.1 eV, in particularly, due to collisions of 
metastable atoms with other species, that agrees with our 
previous studies on afterglow and pulsed argon plasmas [17, 
21]. Note that PIC MC simulations in [70] also showed that 
the electron temperature at t=0.4 ms in an argon afterglow 
plasma is essentially larger than the gas temperature (see 
figure 8 in [70]). 

Therefore, the results presented here can be used only for 
qualitative analysis of dust motion, dust charge and forces 
affecting the grain in a plasma afterglow. They provide first 
insights on dust dynamics during the very short time scale of 
the plasma decay. The model and results here can be a base 
for building of more complicate models for description of 
nanoparticle dynamics in an afterglow plasma which will take 
into account the dust charge fluctuations, effects of metastable 
argon atoms, processes in plasma sheaths and other effects 
including possible deviation of the electron energy 
distribution function from the Maxwellian distribution [22]. 

The presented results obtained using 1D model on dusty 
plasma afterglow, are relevant to many applications involving 
nonstationary plasmas containing impurities, especially 
plasmas used for the synthesis of novel nanomaterials. The 
time and spatial dependencies presented here can be useful for 
benchmarking or verifying experiments and numerical 
simulations.  
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